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THE SIMULATION OF CONTINUOUS TEXT PERCEPTUAL
SEGMENTATION: A MODEL FOR AUTOMATIC
SEGMENTATION OF WRITTEN TEXT"

A computer model for segmenting continuous printed text into words is proposed.
Fexts lacking all spaces between words are analyzed using the simplest version of the
Cohort Model, where the 9-svllable siring of the text triggers an activation of lexicon en-
trics that are consistent with the siring’s onset, As the program proceeds with analyzing
the string symbal by symbol, activation is shified away from lexical entrics that are not
consistent with it, and the cohort is resolved when a single candidate remains. The co-
hort's resolution naturally leads to placement of the word boundary. An important
amendment (o the Cohort Model algorithm is the systematic use of prosedic {accentual)
information, In one of the algorithm modifications, the program does not initiate an acti-
vation of the cohon éntries until the sccented syllable has been reached in the lefl-to-
right scanning of the buffer string, with all the candidate words that fail to match such a
waord-initial sub-string being ignored.

The model is more than 98 per cent effective in segmenting texts into words, if the
texts are included in the corpus that has served as the basis for compiling the lexicon ad-
dressed by the program, No new word can be handled by the program, which supgests
the issue of text segmentation as an “autonomous’ problem in its own right,

GENERAL

The text segmentation referred to in the title of this paper is thought of as an on-line
operation whose task is to break down the continuous text, which lacks spaces between
letters, into word-sized chunks.

The current models of speech perception differ in ataching relevance to the problem
of speech segmentation, To cite just a few authors of speech perception models and theo-
ries, Anne Cutler makes it a point W develop special procedures which could detect word
onsets in English by relying on the predominant tendency of English full words to have
strong {unreduced) syllables as their onsets (cf. Curler, Norris [988), while others develop-
ing connectionist and conceptually similar models (such as TRACE or Shortlist) tend to
look upen the word segmentation as a natural by-product of word identification procedures:
it is quite understandable that as soon as the word has been identified. the problem of its
boundaries loses whatever relevance it has (cf. Frauenfehlder, Pecters 1990, Norris 1994
ete.).

In fact, one could generally subscribe to the theoretical stance that the segmenration
problem is overshadowed by successful word identification, Yet, there seem to be at least
three real situations, where segmentation has to be acknowledged as an indispensable op-
eration in its own right, viz.: (i) the listener is likely to be successful in following a speech
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in progress after having tuned in at a random point: to do that. he or she should be able 10
detect the point where one word {not necessarily identified) ends and the next one (still to
be identified) begins; (ii) any word identification normally relies on lexical access, which is
impossible in cases where a rew word is 10 be identified; to put it differently, man is capa-
ble of isolating novel words or nonce-words, where no identification via lexical access 15
imaginable, whereas some kind of segmentation cannot possibly be avoided; (i) in lan-
guage acquisition, the child 1s confronted with a continuous speech flow which is to be bro-
ken down into individual words; of course, no lexical access is of anv use at this stage,
since no lexicon is available. This means that, in a way, the child 15 expected firsi to de-
velop certain segmentation strategies before she starts collecting individual words to de-
velop her lexicon.’ It is impariant to observe that such early overlearnt skills, even if not
practiced actively in adult life, are never lost completely (Bernsiemn 1966).

WORD CODA AND ITS FPERCEPTUAL RELEVANCE

As supgested in (i) above, one possible strategy for detecting word boundaries boils
down to finding out the word's final par, Le, its coda. Lozically, it seems to be absolutely
immaterial whether one finds the word’s onset or its coda. as both meet precisely at the
boundary point. which is the only thing that really matters. Yet, seen from the progedural
perspective, the word’s two extremes, i.e. its onset and coda, are not functionally equal.
Speech i3 unidimensional, its onset. maturally coinciding with the first word’s enset, is
“given”, while it is still 10 be sought where the first word ends. This coda-oriented percep-
twal drive attaches special weight to the word's final part,

There are a great many facts that demonstrate the special saliency of the word's coda.
To begin with, word-final accent seems to be much more widespread in the languages of
the world as compared 1o word-initial accent. The word’s coda is manifestly more active in
attracting accent in that three types of word-final accent (Le. final, penultimate, and antepe-
nultimate} are attested, while only ene type of accent associated with the onset is known.

Looked at from a loosely defined Optimality Theory perspective, the “good’ structures
seem 1o be those with fixed accent, while among the fixed-accent structures, final-accent
rhythmic patterns are preferred. This is only natural if one admits that, from a perceprual poini
of view, lexical accent performs first and foremost a function of scgmenting speech into words.
Free accent, as in Russian, provides one with information about the mumber of words in an ut-
terance, while fixed accent, like that in Polish or Czech, makes it possible to detect the word
boundaries. The word-final type is more advantageous, if, under speech perception condi-
tions, one is supposed to continuously scan the text for the word-coda points { Kaceauy et
al, 1990). Numerous experimental data testifving to the special salience of the word coda
and its special role in speech perception can be found in the publications of Siehb Noote-
boom and his co-authors (Noateboom 1980 Nooteboom, van der Viugt 1985; erc.),

The special role of the word's coda can be seen in the regularities of language acquisi-
tion as well. In many L1 studies, voung language learners have been shown to exhibit ten-
dencies to attend 1o and extract stressed and final syllables, practically irrespective of the
specific language type (Eckols, Newport 1992). In other words, humans may be genetically
endowed with a mechanism for detecting the word's final portions.®

——

' Cf: “In order to acquire a lexicon, voung children must sepment speech into words, even though neost
words are unfamiliar to them, This is a non-trivial tsk because speech lacks any acoustic analog of the blank
spaces between printed words' (Brems, Carnvrighs 1996 93)

> According 1o Brent, Cartwright (op. cit), sueh a wechamsm relies an a capability fo detenmine distribu-
tional regulartics and phonotactic constramts, To this Saflran ef of (1996 1926) adds: “|Our| study shows that a
fundamental task ol language acquisition, scgmentation of words from Auent speech, can be accomplished by 8-
month-old infants based solely on the statistical relationshaps between neighboring speech sounds. Moreover, this
ward segmentation was hased on statstical leamning from only 2 nunutes of exposire, suggesting that infants have
access to a powerful mecharsm for the computation of statistical properties of the languages mput™
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Morphological considerations could also be appropriate in discussing the problem of
coda vs. onset relative weight. On the one hand, the root is the unrivalled semantic head of
the word. It has been shown {cf. Kacesuy, Axonmos 1982} that suffixes are definitely pre-
ferred to prefixes, which means that, in the languages of the world, root-initial structures
are predominant. On the other hand, the very same fact shows that the word's coda is
marked grammatically much more often than its onset. This, in turn. makes the coda more
salient. In some S0V languapes. even abbreviations reduce the word to its final rather than
initial svllable. cf. Burmese mi? < kugmjuni ? *‘communist’,

It has been hypothesized (Kaceauy [998) that the word onset vs, word-coda contro-
versy could be reconciled, if we admit that the former functions mostly paredigmarically,
i.e. contributing to word identification. whereas the latter does so syntagmatically. i.e, con-
ributing to word segmentation. This problem needs a special discussion, which cannot be
undertaken here, although some points of this paper are directly concerned with the issue
above.

AN ATTEMPT AT A MORPHOLOGICALLY-BASED SEGMENTATION

It one looks at Russian-type languages with their rich inflexional morphology, it is
tlempting to suggest that, in languages of this lype, word boundaries could be detected, rely-
ing upon information about the morphological elements associated with the word’s end.
FEven the traditional term “ending’ seems to point to this direction, for. quite naturally. the
end should be found where the ending shows up.

In reality, this means that a menitoring system is hypothesized which inserts a word
boundary marker whenever it spots an “ending’. The latter is one element from a finite set
of symbols normally associated with the word’s right boundary,

Al least two important points are to be taken into account at this stage of our reason-
ing. One is concerned with the need to carry out a full phonemic analvsis for at least certain
‘islands’ within the speech flow — normally for those sound strings that are associated with
endings. How the perceprual system could pick up such strings prior to any morphological
analysis remains at best obscure. The second one is, obviously. the widespread “homonym-
ity" of many endings with meaningless sound sub-strings embedded in word stems or any
other stretches of the text. For instance. the so-called reflexive verb postfix —s'a, cf. e.g.
myi -x'a “wash onesell”, is “homonymous’ with meaningless phonemic sub-strings in such
words as s ‘gdie *[1] will sit down’, where 5 'w- is just a phonetically embedded part of the
stem 5 'wd- . In so far as the suggested mechanism would work its way blindly irrespective
of any morphological or semantic information, it would break down lots of words into
meaningless chunks.

Nonetheless, the problem — at least as far as the second peint is concerned — appears
o be empirical rather than purely theoretical: no one could guarantee that humans would
never run the risk of a false segmentation to be somehow compensated at a later stage of
the speech recognition process. This encouraged us to undertake an experiment where a
segmentation of a Russian printed text was carried out that relied on “endings’, The full set
of the "endings’ selected to trigger word boundary placement was as shown in the Appen-
dix below (p. 36).

It should be made clear that all the experiments described in this paper have been car-
ried out with reference to 4 number of Russian printed texts (for details see below), where
all the blank spaces between words have been deleted. In this way. the printed text was de-
signed to imitate s running continuous counterpart in ordinary oral speech, which nor-
mally lacks any explicit word-boundary markers. The next stage of this experiment as it is
currently planned should be an application of the same experimental design to texts tran-
scribed in terms of standard phonemic symbols. This would be a step-byv-step approxima-
tion of “full-dress’ experiments with real audible speech.
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One more technical remark should be made here. All the texts used in the experiments
are part of the corpus, which is the basis for a new Russian word frequency list currently in
preparation. At the time these experiments were conducted. the total number of wordforms’
that were included in the frequency list was 46,000 items, No novel utterances outside the
corpus hove been used in the experiments,

The experimental segmentation was carried out zlong the following lines: (1) at any
stage of running the program. the program nomally dealt with a string of 9 syllables;' the
last (9"™) syllable’s symbol for the vowel was made its right boundary; (2) the word-
boundary marker was inserted automatically to the right of any string of symbols that was
identical to one of the “endings’ on the list; (3) the suspected words singled out by opera-
tion (2) above were matched apainst the lexicon entries (the list of the wordforms); (4) the
string that remained as a “residue™ after a successful word identification was made the ini-
tial sub-string of the Y-svllable string to be analyzed next; (5) if no ‘ending’ was found in-
side a 9-svllable string, the lawer was lelt out as unanalyzable and then ignored.

The operations based on principles (1) through {3) were applied 10 & running printed
text comprising 1,000 syllables, the spaces between the words having been deleted but ac-
cent marks introduced. The main results can be reduced to the following: out of 228 Y-
syllable strings. 22 were found to be unanalyzable. Out of 463 words actually present in the
test fragment, only 55 could be identified. i.e, both segmented out and found to be identical
to one of the lexicon entries.

In other words, even a Russian text, with its wealth of morphological markers nor-
mally concentrated at the weord’s right boundary, does not lend itself to a reasonably suc-
cessful segmentation into words if the segmentation is based on the formal morphological
features associated with the word's coda.

SEGMENTATION BY IDENTIFICATION

The next stage of our study will be concerned with what can be called “word segmen-
tation by identification algorithm’. We are not poing to ignore the points raised above
which suggest the need for cenain *autonomous’ strategies leading to a scgmentation of the
text into words. Yeb it certainly stands to reason that the overwhelmingly predominant
situation is one in which people deal with real words present in their mental lexicon. This
being the case, the importance of sepmentation independent of and prior to word identifica-
tion is greatly diminished, since it is resorted to only in relatively marginal special cases.
This makes it not only allowable bul even necessary 1o model speech perception processes,
which do net make use of any special segmenting procedures, but which, instead, achieve
segmemtation as a natural by-product of identification via a standard lexical access routine.

Such was the line of departure for our next battery ol experiments. The test texis were
75 fragments (33,229 wordforms) excerpted from our corpus. The excerpts represented 31

* Here we refrain from discussing a very imporiant problem whose crux lies in the pature of the lexicon on-
trics, o the lexicon 15 designed for speech perception. Lev ¥ S¢erba and, later, Charles Hockett (/9611 advocated
discrinunating in a principled way berween two Rinds of grammar, one for speakers and the other for hearers 11
has been hypothesized elsewhere {Henpos. Kaceann [999) that there should be, likewise, two Kinds of lexicons,
with one infended o serve precisely the needs of speech perception. The crucial point of the perceplion-oriented
lexicon bies in the fact that 1ts enlrics are wordforms tather than fexemcs or lemmas, For it s the wordforms that the
speech perceiver directly deals with w the text to be analyeed and, Ooally, comprehended. The problem s e
senogs Lo be addressed bere in any more detal

! As a matter of Tact, the program had an option 1o vary the number of syllables included in the buffer, in this
case, the program was designed e ask the desired number, and the decision was made by the cxpenimenter. [ was
observed thal for the texts excerpted from penodicals, the optimal number of syllables was 12 rather than 9. R s
difficud o say how such lacts could be imerpreted in view of the renewed polenucs about man's working memory
tef Cowarn 1998 0 presy; see alsn: Hoddeley FR95, Baddeley, Huch PR ('u;n"u.rr, Waters FOWE Doneman
Merikie 1928, Garwercole, Biaddefoy 1993 Just, Carpenter. Keller 1996 Shall. Mivake 1996, Waers, Caplan
1886, Waters, Caplan, Hildebrandt [987)
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different authors. The lexicon, as was already indicated above, comprised 46,000 entries
arranged in the order of their frequency, although, at this stage of our study, no frequency
cues were made operative in the wext segmentation procedures.

The computer program written for the purpose of text segmentation was based on the
most elementary and “straightforward” version of the Cohort Model (cf. Marsfen-Wilson
1987 and other publications by the same author and his collaborators; see also Bewyos,
Kacesus 1994 for a critical assessment). The only (vet very important) difference from the
simpler version of the Cohort Model was our program’s use of information about the accen-
tual pattern of the words w0 be segmented out (for details see below),

It could be observed that the earlier versions of the Cohont Model, which are similar 1o
that used in our experiments, were mostly intended for the recognition of isolated words
rather than centinuous speech, which means that no segmentation problem had arisen for
the model (see, however, Cofe, Jakimek 1980}, In contrast, our program was explicitly de-
signed to simultaneously achieve the two goals necessary for successful speech perception:
the segmentation of the running text into words and identification of the words.

The algorithm underlying the program was based on an assumption according 10
which the speech information is fed into the listener's working memory in a phoneme-by-
phoneme manner. From the very outset, it should be noted that the oversimplified assump-
tion above 18 bul a remote approximation 10 ‘reality’ as one can hypothesize it In some
important respects, # runs counter to what is already known about speech perception
mechanisms even at this stage of our knowledge. First, the phoneme-by-phoneme mode of
operation cannol be practiced systematically, for man’s auditory mechanisms simply could
not cope with the amount of information normally carried by phonemic strings because of
the relatively poor resolving capacity of the auditory channel, Second. speech is at the same
time linear and non-linear. 1t is linear in the sense that its only dimension is time, It is non-
linear in the sense that any point of the speech chain can — and must — be characterised
simultaneously in terms of many sources of information. Third, even il one leaves aside, as
we surely do, all the real problems of the front-end acoustic (psychoacoustic) analysis,
which are obviously indispensable for any full-fledged model of speech perception,” a
simple” guestion remains: where and how does the system keep the incoming acoustic sig-
nal while performing the routine operations presupposed by the Cohort Model? The acous-
tic influx 1s constant and potentially meessant and the echoic memory is believed 1o be
rather limited, its "imprints’ decaying fairly fast, this being the case, the working memory
can be expected to ‘jam up’ very easily, overflowing with the unending amassing of raw
acoustic material. The question above is not quite equivalent 1o the problem of the low re-
solving capacity of the auditory channel referred to a little earlier, as the Cohont Model tries
o hy-pass the phoneme-by-phoneme analysis (for more detail, see below), however, with-
out escaping the eftect of the ‘incoming signal pressure’. To the best of our knowledge. no
one has ever tried to explicitly pose this very important question. nol to mention give a sen-
sible answer to it

Notwithstanding all the very real limitations inherent in the approach chosen, we stll
believe that this approach can be of interest as a way of modelling a fimir case of speech
perception. Here, perception can be construed as imitating the regding-mode text recogni-
tion, but lacking the opportunity to look either ahead or back in the text space, which is
available in real reading.

= PR

* Any procedures of speech perception aormally make use of the lexical access routing, Le at @ ¢cortman point,
the percepiual system matches the incoming speech chunks against thewr suspected lexical matches stored as the
lexicon entries. Thas raises a very important problem semetimes overlooked in the currend literature: whatever the
choice, the incoming speech should be segmented e chunks of the same order and format as those present in the
lexicon and, moreover, they should be described in terms of precisely those fealures that are applicable to the
lexicon entries, Oilherwise, any attempts to match the two sets of units (those "found™ 1n incomng speech signals
and those stored in the lexicon) would be absolutely senseless.,
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Thus, the program starts reading the first one or two symbols of the text 10 be seg-
mented into words: in reality, the program works with the graphic symbols of a printed texL
which will be referred to henceforth as ‘phonemes’. As suggested by the simplified version
of the Cohort Model, the candidatec-word class (the cohort) is formed as soon as the first
phonemes have been read off and entered into the memory buffer. The cohort includes all
lexicon entries which begin with the identified phoneme or cluster.

As is the case with reading a foreign language text using a dictionary, the class of the
candidate words becomes narrower and narrower with every subsequent phoneme taken
into account. The end product of the process is just one word — the single-word cohort.
Under real conditions of speech perception, this process of narrowing down the candidate
word class is presumably greatly facilitated by filtering out low-frequency words, words
that are not consistent with the listener’s expectations, etc. These types of factors will 1ake
their legitimate place in the final version of the speech perception model: in our study, as
mentioned above, only a limit case version is tested.

Our case is special in that the program is not made to attend (o any factors concerned
with grammatical and/or semantic well-formedness. s only “concern”™ is 1o insert spaces
between the strings of symbols in such a way that any resultant string could have its match
in the lexicon. Consider. for instance, how the program would work with a text stretch par-
kiopusteli, that is, originally, parki opustelf “there was nobody left in the parks by this
time', lit. *The parks have become empty”. The first cohort to be formed by the program
would have, among other words, pa ‘pas’, par ‘steam’. park ‘park’, and parki “parks’ as its
candidate words. If the program chooses, for instance, pa as the string singled out by
spaces, then it fails to account for the string left, as there are no chances to exhaustively
break down the remaining rkiopusteli into chunks that would have their lexicon matches,

let us describe in more detail how the segmentation program works, As already indi-
cated above. the text is copied from the respective file in a linear manner, deleting at the
same time all the blank spaces. As for the punctuation marks, we chose (o retain those
marks that would presumably bear on the intonation pattern of the utterance; all such sym-
bols have been merged into just one “universal” symbol that, in this way, could show a kind
of non-specific boundary, The memory buffer was filled in chunks ¢qual to 9 svilables
each. The 9-syllable string triggered the activation of the lexicon entries 1o form the cohor
of word-candidates,

The following formal rules were made operative in forming such a cohort: (1) all the
words that are to enter the cohort are 1o be taken from the available lexicon; (2) all the
words should have one or two initial svmbols in common with that (those) found as the
onset of the 9-syllable string: (3) as the program proceeds with identifying the initial sym-
bols of the 9-syllable string (strictly in the left to right manner), an on-line analysis of the
accentual propertics of the vowel phonemes is brought into play; as soon as the accented
vowel is detected. all the cohort entries that differ in their pre-tonic features (actually in the
pre-tonic syllables and in the accented syllable) from those of the 9-syllable SIring are no
longer considered as possible candidate words; (4) the program keeps analyzing subsequent
symbols within the buffer so long as at least one word within the cohort can be taken as the
match for the string formed in this way; the analysis is stopped as soon as the resultant
string finds no match within the cohort. Then comes another stage of analysis designed to
sort out the candidate words, if they exceed just one word,

One more version of the algorithm referred 10 hereinafier as the “accent based algorithm™
was also tested. In this version, the program does not initiate an activation of the cohorn entries
until the accented syilable has been reached in the left-to-right scanning of the buffer string; all
candidate words that fail to match such a word initial sub-string are ignored.

This approach obviously had two effects, viz.: the number of candidate words in the
cohort was reduced substantially, but the time to form the cohort was extended. The added
time is not necessarily a disadvantage. Whatever the method of forming the cohort, nothing
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can cancel the "non-stop” character of feeding acoustic information into the perceiver’s
auditory mechanisms. In ather words, a certain delay in staning up an analysis of the cohort
15 hardly dramatic, for, whatever the delay, it cannot put a stop to the automatic process of
the further accumulation of acoustic information. This also means that the delay acknowl-
edged above 15 effective only with reference 1o the very first word of the buffer string; the
analysis of subsequent sub-strings is compensated, in terms of time, because of new acous-
tic information accumulated and made available by the time the previous sub-string has
heen processed. Last but not least, there ar¢ many reasons to believe that the hypothesized
"lookahead” for the accented syllable is a paralle! action running independently of the ac-
cumulation of information that provides the basis for identifying vowels and consonants. If
this is really the case, then we can ignore the inhibitory effect of the accented syllable de-
tection and of the subsequent procedures.

Speaking of the accent-based versien of the algorithm, one more complication should
he acknowledged, While forming the word-candidate classes as described above, the pro-
gram should be designed to use special rules for disambiguating between unaccented or
consonantal prepositions, conjunctions, particles. on the one hand, and word onsets that
“sound the same”, on the ather. If no lexicon entry makes a good match for the suspected
combination of a lexical word with a preposition (conjunction, ete.}, the program “makes a
U-turn™ 1o analyze anew the onset of the bulter siring.

On the whole, the accent-based algorithm makes no substantial improvement in the
general reliability of the model, but it does make it work faster given a lesser number of
steps in the process of the cohort reselution (and notwithstanding the delay in starting up
the analysis discussed earlier). For a quantitative comparison of the different versions, see
Tables | and 2.

RESULTS AND IMSCUSSION

The main results are summarised in Tables | and 2 below. The tables show that the re-
sults are not dependent upon the type of the text, nor have other possible features. implicitly
present in the excerpted texts {such as the difference in word length measured in letters),
been observed in our data.

Tabfe I, The main results of the segmentation by identification algorithm
{program based on the Cohort Model)

Type of text Mumber of | Number | Number | Largest number of | Aborted sep- Lirammatically
methuors of texis ol the | steps in the cobon mentalion invalid segmen.
words resolution Lation
Ficlion prose 4 23 7.3k9 1I-18 (4-6) 7110 96%) 30 (0.41%)
Plavs 0 33 12.454 11-17 (3-5)" 13601 1% 46 (0 37%4)
Periodicaly 15 14 13,386 15-18 {5-6) 1731 3% Ad (1.33%5)
Tutal 31 75 33,220 IR0 1458 F20 (0 36%a)

“Figures in brackets are median values for the number of steps necessary for the cohort resolution

Tabfe 2. The main results of the segmentation by identification algorithm
(program based on the Cohort Model supplemented by the use of accentual information)

Type oftext | Numberof’ [ Number of | Mumber of | Largest number of | Aborted seg- | Grammatically
authors LS words sleps in the cohort | mentolion  |invalid segmenta-
resolubion Lion
Fiction prose I4 14 10,241 Y=1142-3)" U130 1%) | 45 (0.44%)
Plivs 8 8 13,231 6-12(2-3)" 144 {1.1%) | &3 (0.45%)
Peniodicals o 9 Q526 1I-18(2-3)" 124 {1 3% 3032
[Tzl il il 32 S 41 {0.15%) 443 {004 2%5)

Frzures m brackets are median vidues for the number of steps necessary for the cobor resolution
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Let us analyze very briefly the cases where the program fails to produce an acceptable
cutcome. At the same time we will analyze certain theoretical implications concerned with
the observed data.

The reported program chooses the simplest possible rule of reducing the set of candi-
dates to just one word, viz. the final choice is that which comes before stopping a further
symbol from being added to a sub-string of the initial 9-svllable string.

Two remarks seem to be appropriate at this point of our exposition. The first will
touch upon a general problem of the relationship of algorithmic and heuristic strategies in
speech perception, It has already been mentioned that no systematic use of phoneme-by-
phoneme speech recognition is realistic, partly because of the low resolving capacity of the
auditory channel in humans, partly because of the low quality and often degraded nature of
the speech signal. This is why man’s perceptual mechanisms are likely to use all sorts of
heuristics, such as robust word identification relying on prosodic and other cues, and even
guess-work. The heuristics of this sort are fairly time-saving, but run the risk of perceptual
errors. Yet the perceptual system cannot allogether dispense with strategies which analyze
speech In a time-consuming but relatively reliable way, that is, attending to the wealth of
acoustic information contained in the speech signal, Such strategies are really indispensable
for the recognition of less common proper names, absolutely new words, ete. (Kacesuy
1983},

The Cohort Model is haltway in relation to the two extremes; on the one hand, it be-
gins with analyzing individual phonemes (or clusters) of the word's onsets. On the other, it
stops such an analysis as soon as the decoded phonemic sub-string is found to be unique in
that only one word among the possible candidates, and precisely this one, can be associated
with this specific initial sub-string. For instance, if the sub-string [arifl] has been success-
fuily decoded, there is no need to keep analyzing the remaining sub-string [2m], since there
seems to be just one English word, eriflamme. where such an initial sub-string can be
found. (If one happens to be ignorant of this word, he or she will have 10 make a fuller pho-
netic analysis of the werd.) As our program is fully consistent with this principle, it shares
its ‘middle-way" approach with the “classic” Cohort Model. taking into account both (rela-
tively infrequent) cases of fuller phonetic analysis and more parsimonious, time-saving
guess-work sirategies,

The second remark is concerned with certain typological issues. As we saw above, the
program’s final choice as regards the placement of word boundaries in practice leads to
singling out the fongest possible word of the cohort; sometimes we can observe what may
be¢ dubbed Pronemic Garden Path. It is perhaps not absolutely self-evident, whether this is
really the case with any other language, too, or whether Russian is special in this respect. It
Russian is special. one can note a very interesting tvpological isomorphism between stem-
level and word-level morphology: as s well known, in selecting the base-form for Russian
stems, one is advised to single out the fongest possible stem of those really attested (Jakob-
son [948),

Once again we can hypothesize that, from the perspective of Russian , the ‘good’ word
{stem} is the longest one.

Obviously, systematic adherence to “the longest is the best” principle may be taxing.
Note one of the real examples where our program failed to produce an adequate segmenta-
tion: muki stradanij “tortures of the misery’ instead of the original muk i stradanij *of tor-
tures and miseries (Gen.)', In this example, the program, in its persistent drive to find the
rightmost word boundary whenever possible, has taken the conjunction 7 *and’ for the
nominal plurality marker -, hence the erroneous reading — for this particular context. Of
course. this kind of analysis would have never been possible in the case of real oral speech
or even its phonetic transcription, but we leave aside all these issues for the time being,

Some such missegmentations could be rectified with a grammatical and/or semantic
analysis, For instance, in the final files produced by the propram, one finds such instances
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as cenna muku ‘valuable (Adj., short form, Fem.. Nom, Sing.) flour’ instead of cen na muku
‘of the prices for the flour’, The string cenna muky (apart from its stylistic unaceeptability)
15 impossible formally (grammatically), because it violates the rules of Adjective-Noun
Agreement (Nom. in cenn-a, while Dat, in muk-u).

Following from what was said above, the program can restant the analysis if the resul-
tant string ends in a sub-string, which is not accountable for in terms of the wordforms
available in the lexicon. At present, such a restart 1s limited 1o just one attempl — the spe-
cific attempt concerned with the case of unaccented prepositions and the like (cf. p. 52
abeve). I this “U-turn™ analysis does not yield an acceplable result, the attempt is consid-
ered aborted and the program stops functioning. giving up the lead 1o the experimenter. For
instance, the string v etom net nikakogo ‘there is nothing [special] about it" was segmented
as ve (name of the letter, like vee in English) fo “that’ (Nom.) sne ‘to me’ (Dat) tnikakogo
{ne meaning at all). As the second attempt based on the “U-turn™ approach did not yield
any acceptable result, the program just stopped.

As can be seen from the tables, even without any ‘reinforcement’ from semantics or
grammar, i.¢. used in an absolutely straightforward formal manner,® our segmentation pro-
gram scored exceptionally high in all the attempted tests. As reported above, 75 running
texts, all in all comprising 33.229 words. have been subjected to automatic analvsis based
on our segmentation program. In a mere 114 per cent of the total cases (380), the pro-
gram’s work was abortive, In only (.36 per cent of the total cases (120) the program failed
to produce the sepmentation that would agree with that of the original text,

We have to remember once again that no utterances, no texts outside our corpus, have
been used in the experimental sessions. This means that the program has never confronted a
word not in the lexicon. As a matter of fact, any such word, if encountered in a text to be
segmented. would stop the program. This is obviously a very serious limitation that makes
the program an insufficiently effective simulator of its natural protetype. Unlike the pro-
gram, a human perceiver normally has little ditficulty, if any, in picking an unknown word
{or a quasi-word) out of the text and in further manipulating it. This brings us again back to
the issue of sepmentation as an ‘autonomous’ operation in its own right,
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Appendix
List of the 'endings’
v is’ jast’ Jott'e
]| its' its'a jejs'a
ot] jets’a 1+is’a jetjs'a
DIm t's'a jet'e ijs’a
o+m jut juts’a i+js'a
ije Jutt jutis'a juju
ije mi ut ims’a
it} ami ut i+ms’a
vj a+mi ch’ ljes’a
jet it jax jegosa
g0 i+ jatx jems’a
O+gD i i ajas’a
aja i+m 1Hmi Jet'es’
atja as’ ish’ ish's'a
vje a+s’ itsh’ i+sh’s’a
y+je ax jev uts'a
s'a aty jami u+is’a
s'a+ os’ jat+tmi ats'a
¥X o+s’ Jam atis'a
YK jesh' jatm us’
i Jetsh’ jemu u+s'
ov jeje jus’ joshs'a
jetje juss jo4i
oje jo+m Jjotis’a jotms’a
otje o+t jo+sh’ imis’a
ix omu it'e oju
1+X o I e oHju
jem Ju jats'a ujus'a
je+m ju+ jatts’a jejes’a
uju ymi r'es’ jemus’a
utju y+mi NS’ it'es”
ym jego Jaja i+t'es'
y+m am jeshs'a jo+t'es'
1e atm at ch's’a
jet] Jat A+t

"The plus (“+) symbaols stand for the accent marks for the preceding vowels.
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8.6 Kacesuu, A B, Benyos, EB. Hovnosa

HMmuTauus npoueccos nepUENnTHBHOA CErMEHTRUNH HENPEPMBHOTO TCRCTAL
MOAENE BETOMATH RO COrMeHTRIMH NEYATHONO TEKCTA

B pafore npeaiaractend BAPHANT MOICHH (KOMIBIOTEPNOR CHCTEMBE), OCYIHECTRIMIONEH asto-
MATHMECKYIO CerMEHTaIno Ha cnosa Gecnpobeastofl opdorpadutcckoil JankcH pycckors TCKCTa.
Ananys GaIMPYETUR HA OCHOBHBIX NOJI0KEHHAX PAHHEH Bepeiy Momean xoroprel. llporpamma no-
selnaer B Ovep TeKCTORKIH HPArMeHT LIHHOA 9 choros: no neproMy cUMBOIY GparmeiiTa HaHHY-
CTCR nponece 0OpasOBAHHA TERYILCH KOropThl NYTEM AKTHRHPOBAHKA COOTHETCTBYIOUIMN €08 B
chopape. B oanol H3 MOAHPHRAIHA DPOIPAMMLE BROIHTCH BAKHOS HIMCHEHHC 110 CPABHCHHIO €
“RIACCHMECKOH™ MOISILIO KOTOPTR: 00paIoBanNe TCKYLICH KOTOPTLI OCYIICCTRARCTCH HE 10 NERBo-
MY CHMBOTY, 4 No NPEIYAAPHON HICTH B YIapHOMY UIACHOMY apansapyemoll lenodky. bydep
CROB-KAHIHINTOR JANOANRCTCH MOCHMBOALIGO 0 TeX NOR. NOKD CHMBOILE B HeXoanom Bydepe Cob-
MATRIOT X0Td Ol © oaluM CI0BOM B KOVOPTE, 3UNOONcHUE UPCKPalllaeTed, Korid SOGIRACHHE cl
OHOCO 3ACMEHTE COVIAET KOMOMHAUNID, HE NPEICTARICHHYIO B CHOBADE, BCAG 33 JTHM HEMHHACTCR
AL CAOB-KAILBUITER, Peayviniatos paboT Mporpassbl ABASCTCS B0 CIHHCTREHHONO CIIOBa,
HTO ARTOMITHYCCKH ONPCACANCT CROBECHYHD TPAHMILY. “hphekTHEHOCTE NPOUCAYPR CCTMCHTIIMH
cocranser Bonce 98%. Boe cermeHTHPORARHEIE TERCTH! IPHHLLICHAT ¥ KOROYCY, Hd OCHURE KOTO-
poro Gui COIIAH HCNOARIVEMEI croBaph. BRIOMEHHE HORLX CH0B JaHHON nporpasyoi He npea-
YEMOTPEHO, NOA0GHAR CHTYAUHA NOCTARNT BONPOC O DPOLCIYPE CCIMEHTRUNH TEKCTH KUK ol asTO-
HoMHOH (cavecToRTeNREOR) npedaese, TpeOYIONIEH CHONX NOAXMI0R.
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